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Abstract. We present the ionic geometries of Na+
9 and Na+

55 clusters obtained in the “cylindrically averaged
pseudopotential scheme”. Our structures are tested by calculating photoabsorption spectra and comparing
them to the experimentally measured ones. We employ a local pseudopotential that has been constructed to
reproduce atomic and bulk properties of sodium. Comparing the results using different pseudopotentials, we
find that the position of the dipole resonance is greatly influenced by details of the pseudopotentials, show-
ing that these must be used consistently both in the geometry optimization and the calculation of the optic
response.

PACS. 36.40.-c Atomic and molecular clusters – 31.15.-p Calculations and mathematical techniques in
atomic and molecular physics – 71.15.-m Methods of electronic structure calculations

Since the discovery of shell effects in free sodium clus-
ters [1], there has been a great interest in the structure
of these particles. Theoretical investigations based on the
jellium model (see, e.g., [2–5]) could explain several exper-
imentally observed features qualitatively. However, many
aspects of modern cluster physics result from the inter-
play of electronic and ionic degrees of freedom, and a more
realistic description of metal clusters is necessary. The
most sophisticated approach is given by quantum chem-
ical all-electron methods. But due to their computational
expense they are restricted to clusters consisting of only
a few atoms [6]. A considerable simplification can be ob-
tained by treating only valence electrons explicitly and
describing core electrons and nucleus by a pseudopoten-
tial. Geometry optimization in three dimensions using the
Car–Parrinello scheme [7, 8] or gradient methods [9, 10] is,
however, still such a complex task that to our knowledge
the only ab intio study of a sodium cluster with more than
twenty electrons is the recent work of Rytkönen et al. [11].
But larger clusters are of interest due to new experi-
ments [12] and for the investigation of the onset of volume
effects [13].

Among the approximations that have been developed
to study ionic effects in larger clusters are for example the
“spherically averaged pseudopotential scheme” (SAPS)
[14], extensions of the Hückel model [15] and pseudopo-
tential perturbation theory [16]. With the “cylindrically
averaged pseudopotential scheme” (CAPS) [17] we use
a method that is less restrictive than SAPS and goes be-
yond the perturbation approaches since it allows for a free
geometry optimization. The basic idea of CAPS is to sim-

ultaneously solve the equations
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∂R
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δE

δn
= 0 (1)

self-consistently. For a cluster with electronic density n,
ionic positions R andN ions with Z valence electrons each,
the energy functional E is given by
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The electronic problem is solved via the Kohn–Sham equa-
tions in the local density approximation (LDA) with the
exchange-correlation functional of Perdew and Wang [18].
The optimal ionic geometry is searched for without any
constraint, and in order to reduce the problems resulting
from the strong isomerism found in sodium clusters, we
employ the method of simulated annealing.

This scheme can be used to calculate structures of large
clusters due to two approximations which are made in the
evaluation of the energy functional (2). The first is that
we describe the interaction between valence electrons and
ions by a local pseudopotential. This point has already
been discussed in [19], and we will come back to it be-
low. The second is that while the ions are treated fully
three-dimensionally, the electronic density is restricted to
cylindrical symmetry, i.e., Vps(|r−Ri|) is replaced by its
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cylindrical average

V̄ps(z, ρ; zi, ρi) =
1

2π

∫ 2π

0

Vps(|r−Ri|) dϕ. (3)

Certainly the second approximation is a far reaching one.
But since the photoabsorption spectra of singly charged
sodium clusters suggest that most of these clusters are of
overall axially symmetric shape [20, 21], it does not seem
unreasonable. Also, one can hope that with growing clus-
ter size – and CAPS is designed for clusters with several
tens of atoms – strong triaxial deformations will hardly
occur. On the other hand, an approximation cannot be ac-
cepted without checking its consequences. Therefore, we
perform checks in two ways. First, where available, we com-
pare cluster geometries obtained in CAPS to geometries
obtained with three dimensional methods. Second, by com-
puting the photoabsorption spectra for our CAPS clusters
and comparing with the experimentally measured ones, we
can get at least a qualitative check for our results. But be-
fore we present some results we want to add a few remarks
about the local pseudopotential.

The potential that a valence electron experiences from
one ion contains contributions from the nucleus and the
core electrons. These contributions can be put together
into an effective potential, the so-called pseudopotential.
In general, such a pseudopotential will be nonlocal in
the sense that each angular momentum component of the
valence electron wavefunction feels a different potential.
This is a consequence of the requirement that valence
and core wavefunctions must be orthogonal to each other.
But a sodium atom has a rather simple electronic struc-
ture with one 3s electron added to otherwise completely
filled shells, resulting in a pseudopotential that is effec-
tively local. Therefore, the simplest possible pseudopoten-
tials, e.g., the Ashcroft empty-core potential and related
parametrizations, have been used in many theoretical stud-
ies of sodium clusters [14, 16, 17]. These pseudopotentials
were constructed such that only few bulk properties were
matched. However, as demonstrated in [19] and Fig. 1 be-
low, pseudopotentials sensitively influence the position of
the calculated dipole resonance. It is therefore necessary to
construct pseudopotentials that are close to the real ionic
potential. At the same time, one wants to stay with a local
pseudopotential and build it such that it can be used easily
in numerical calculations. To this end we have constructed
a pseudopotential with the parametrization

VGauss (r) =−
Ze2

r

{
c1 erf

(
r
√

2σ1

)
+ c2 erf

(
r
√

2σ2

)}
.

(4)

It fulfills the last requirement since it leads, via Poisson’s
equation, to a Gaussian pseudo-density that can efficiently
be handled numerically in real space. But the important
step that turns (4) into a valid pseudopotential is the care-
ful choice of the parameters c1, c2, σ1, σ2. Since clusters are
bridging the region between the single atom and the bulk,
a valid pseudopotential must reproduce the most import-
ant properties of both these two limiting cases. For the
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Fig. 1. Lower right panel: Experimental photoabsorption cross
section σ of Na+

9 [24]. Left panel: CAPS geometry of Na+
9 . Up-

per right panel: LRPA spectrum for the CAPS geometry (see
text for details).

bulk, we chose the Wigner–Seitz radius rs and the com-
pressibility B as the relevant quantities, for the atom the
energy ea of the 3s level. These characterize a metal and
at the same time influence electronic excitations, either di-
rectly or via the volume of the crystal or the cluster, respec-
tively. Therefore, it is important that a pseudopotential to
be used for calculations of ionic structures and electronic
excitations gives correct values for the above quantities.
We achieve this for the parametrization (4) by choosing
c1, σ1 and σ2 such that the experimental values rs = 3.93 a0

and B = 0.073 Mbar are reproduced in a second-order per-
turbation theory calculation [19, 22], and that the experi-
mental value [23] ea = 0.378 Ry is matched within 1%. The
remaining parameter c2 is fixed by the condition Z = 1.
Our final set of parameters is

σ1 = 0.681 a0, c1 =−2.292, (5)

σ2 = 1.163 a0, c2 = 3.292. (6)

The physical properties of the resulting pseudopotential
are the same as for the one give in [19], but the present
one has the advantage of being smoother and thus easier to
handle numerically on a grid.

On the basis of this pseudopotential, we have calcu-
lated the ionic structure for a wide range of cluster sizes
with CAPS. Here we first discuss Na+

9 , because it allows
us to demonstrate the possibilities and limitations of our
approach. Due to its smallness, Na+

9 can be studied with
three-dimensional ab initio methods, and its structure is
therefore well known. Quantum chemical calculations [6]
find three close-lying isomers with C2v, D4d and C4v→C2v

symmetry.
The right panel of Fig. 1 shows the ground-state geom-

etry which we find with CAPS. It is extremely close to the
three-dimensional C4v→C2v structure, that is also found
as the ground-state in three-dimensional density functional
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calculations [28], demonstrating the capability of CAPS
to describe even small systems in a good approximation.
However, a small error comes from the cylindrical aver-
aging: in CAPS, the two squares of four atoms have the
same edge length, whereas the three-dimensional calcula-
tion shows the lower square with a slightly shorter edge
than the upper. In the left panel of Fig. 1, the dots rep-
resent the photoabsorption cross section of Na+

9 measured
at T = 105 K [24]. The vertical lines show the percentages
of the energy-weighted dipole sum rule, i.e., the percent-
ages of the oscillator strength (in arbitrary units), against
energy (in eV), calculated in the “localized random phase
approximation” (LRPA) [4, 25]. The full lines, which were
folded with a Lorentzian line of width 0.11 eV to simulate
the actual widths, were obtained for the Na+

9 geometry
shown in the right panel, i.e., with the pseudopotential in-
troduced above. The dashed lines result from a calculation
where the empty-core like pseudopotential of [17] was used
for both the structure optimization and the photoabsorp-
tion spectrum. One clearly sees that first, the dipole reson-
ance depends on the pseudopotential, and second, that the
rigorously constructed pseudopotential gives a lower reson-
ance energy which is in better agreement with experiment
than the one from the empty-core like pseudopotential.
This explains why earlier calculations based on the empty-
core like version [26, 27] found a considerable blue shift of
the dipole resonance. The spectrum calculated with our
pseudopotential shows a splitting of the main transition
and correctly reproduces the small subpeak around 3.5 eV.
However, the relative heights of the main transitions are re-
versed with respect to the experiment. An explanation for
this might be the fact that the LRPA is tailored to describe
collective excitations and is less suited to describe situ-
ations where selective particle-hole states interfere with
a collective resonance. It is currently assumed that such
a mechanism contributes to the splitting observed in the
resonance of Na+

9 at low temperature [28]. Also, it should
be noticed that even the sophisticated methods of quan-
tum chemistry predict relative peak heights that are not in
agreement with the experiment [6, 9], hinting at that other
isomers might also be part of the explanation. In sum-
mary, one can say that although CAPS and LRPA will
not give all the fine details that are accessible with three-
dimensional ab initio methods, they can very well describe
the general features of a cluster.

In the following we discuss our results for Na+
55. In this

size range, even in our symmetry-reduced approach, we
cannot be absolutely sure to have discovered all the rele-
vant isomers. But since we found several highly symmetric
geometries which are considerably lower in energy than all
other structures, we have good hope that these are the im-
portant ones. The left-hand side of Fig. 2 shows two views
of the CAPS geometry with the lowest energy. It can be
described as a sequence of “rings” with 1,5,10,5,10,5,10,5,1
ions, where an additional ion is placed in the center of
each of the decagons. The resulting valence electron dens-
ity is slightly oblate. Next in energy we find structures
with an electron density which is even more pronouncedly
oblate, but all of these have a highest valence-electron state
that is only half occupied. This might indicate that these

Fig. 2. Left: Side and top view of the CAPS ground-state con-
figuration of Na+

55. Right: The same views of the prolate isomer.

structures would relax further when treated fully three-
dimensionally. The right-hand side of Fig. 2 shows the clos-
est stable isomer, which is higher in energy by 0.73 eV.
Its electron density has a positive quadrupole and a slight
octupole deformation, i.e., it is close to what an axially de-
formed jellium model predicts [29].

It is known that large sodium clusters prefer icosahe-
dral geometries [30]. Recent experiments on the melting
of sodium clusters [31] give a hint that ionic shells may
also play a role in medium sized systems. Therefore, be-
sides starting our search for the optimum ionic configu-
ration from a random guess, we also ran a series where
we started with the 55 ions arranged in an icosahedron
with the nearest-neighbour spacing of bulk sodium. The
results reveal that, at least in CAPS, the icosahedron is
not a stable configuration for Na+

55, and solving the Kohn–
Sham equations with fixed ionic positions gives an energy
that lies 1.16 eV above the ground-state energy.

In Fig. 3 we compare the photoabsorption spectrum of
the Na+

55 cluster measured experimentally [32] (top) with
that obtained in our LRPA calculations for the two struc-
tures shown in Fig. 2. The configuration that we find as the
ground-state gives a spectrum which is closer to the experi-
mental one than the spectrum of the isomer, which does
not show much resemblance to the experimental data. This
supports the results of our structure calculations. However,
three comments must be made concerning that compari-
son: First, the theoretical spectra show some strength in
the range that was not scanned in the experiment [32].
Second, our ground-state spectrum is slightly blue shifted
with respect to the experimental one. And third, the high-
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Fig. 3. Photoabsorption spectrum σ of Na+
55. Top: experimen-

tal result [32]. Middle and bottom: LRPA spectra of the CAPS
ground-state and of the prolate isomer, respectively (cf. Fig. 2).

energy shoulder is more pronounced in the experiment
than in the calculations. These effects might have several
causes. First, they might be due to the fact that when ionic
structure is taken into account, the LRPA basis must be
considerably extended compared to the basis that was suf-
ficient for jellium model calculations. However, we have in-
creased our basis set until we found numerical convergence;
therefore the basis corrections should be small. Second, the
cylindrical averaging may introduce some errors which are,
however, difficult to estimate. Third, specific particle-hole
excitations may play a role, as in the case of Na+

9 . Fourth,
the LDA leaves room for corrections in view of the spa-
tial variations of the electron densities (which are stronger
than in jellium model calculations). Finally, the finite tem-
perature that is present in the experiment and that we
are neglecting, certainly plays a role and will shift the res-
onance peaks towards lower energies. In this context it is
interesting to note that a slight blue shift of the dipole res-
onance with respect to the high-temperature experimental
data has been found [33] for Na+

7 in a time-dependent LDA
calculation. It is the aim of our future work to further inves-
tigate these effects.

We acknowledge helpful discussions with Bernd Montag and
Christian Kohl. This work has been partially supported by the
Deutsche Forschungsgemeinschaft.
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